
CCC 2018 

Proceedings of the Creative Construction Conference   (2018)

Edited by: Miroslaw J. Skibniewski & Miklos Hajdu 

DOI 10.3311/CCC2018-097

Corresponding author: Alessandro Carbonari email: alessandro.carbonari@staff.univpm.it 

Creative Construction Conference 2018, CCC 2018, 30 June - 3 July 2018, Ljubljana, Slovenia 

A simulation-based approach for optimal construction planning 

and scheduling  

B. Naticchiaa, A. Carbonaria*, M. Vaccarinia

aDepartment of Civil and Building Engineering and Architecture (DICEA), Polytechnic University of Marche, 60131, Ancona, Italy 

Abstract 

Project schedules in construction are responsible for an efficient deployment of resources on the job-site and for the overall 

efficiency of work progress. Current approaches too often lead towards sub-optimal work plans or, sometimes, even scarce 

productivity. For that reason, a lot of research was devoted to the development of automated scheduling tools, which can 

provide optimal solutions while requiring reasonable computational effort. As a consequence, planners can save their time and 

involved resources can benefit from the efficient organization of work packages and tasks. However, automation in construction 

scheduling is a tough challenge, because it requires to generate and optimize multi-objective problems, which usually include 

several parameters. In addition, deviations from what expected is quite frequent, and these algorithms should be able to quickly 

revise the previous plan, in fact performing dynamic planning. Hence, this paper presents an agent-based approach, which can 

be integrated in a BIM-based platform to perform automated scheduling of construction works. The BIM component can 

provide instant access to relevant information, which must be integrated with some user defined inputs, in order to feed the 

optimization algorithm. This algorithm was based on the multiple ant colony system for vehicle routing problems with time 

windows, because it can handle several resources travelling through many locations, each one performing its task, even in the 

presence of time constraints. The optimization was performed with respect to both overall makespan and total costs. An 

application to the case of bored piles execution will be presented in this paper.     

© 2018 The Authors. Published by Diamond Congress Ltd. 

Peer-review under responsibility of the scientific committee of the Creative Construction Conference 2018. 

Keywords: construction planning; scheduling automation; agent-based simulation.  

1. Introduction

Project schedules in construction projects help project management teams handle interrelated critical aspects of

management, such as time, cost, resources. It requires availability of information both at the pre-execution stage 

and during execution. The standard construction practice is commonly done applying diagram methods to sequence 

activities that are based on work packages defined according to a work-breakdown-structure. In this phase, the 

planner’s background and experience play a vital role in the creation of a construction schedule, because she/he is 

in charge of assuring consistency with the scope, plan efficiency and proper deployment of resources. Then, 

progress management usually involves deviation analyses between the actual progress and the initial plan that is 

constantly being updated and revised. The often scarce communication and the absence of automation requires the 

adoption of standard methods, such as face-to-face meetings and paperwork. This approach has been identified as 

an inhibitor to increasing productivity and a frequent source of miscommunication and rework [1]. To solve the 

problem of insufficient information and sub-optimal planning, researchers turned towards automating the process 

of generating schedules. Research has been carried out through the past decades in several fields, where automated 

tools demonstrated their ability to provide a variety of advantages, such as quickly generation and updating of 

schedules, optimization of project resource allocation and levelling, of the makespan and/or total costs.  

However, there are several research challenges that are still open. In this paper, we will mainly focus on 

computational tools and on information handling. As far as computation is concerned, in the past decades a number 

of solutions were suggested, ranging from case-based and knowledge-based reasoning to model-based simulation, 
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until the latest approaches inspired from artificial intelligence [1]. More recently, thanks to the advent of powerful 

computational tools, the potential of agent-based simulation was highlighted, and first applications in the field of 

optimal planning were produced. This approach manages to incorporate the inherent variability that arises from 

the independent construction subjects’ behaviour as they interact on a construction site [2]. In fact, multi-agent 

simulation is suitable for modelling resources’ behaviour and interactions in complex settings, like in construction. 

These models are capable of specifying the characteristic of trade crews, their work methods, the amount of work, 

workspaces and dependencies between tasks. As a result, simulations encapsulate both variability and uncertainty 

of the construction workflow [3]. 

The next section 2 of this paper reports the relevant background in the field, section 3 concerns a new algorithm 

for agent-based simulation, section 4 first suggests an overall framework for automated planning of construction 

schedules, then details about one scenario where it was implemented, finally it discusses its main findings. 

Conclusions and references sections close this paper.  

2. Scientific Background

Automation in scheduling has been studied mainly in the last three decades and several approaches were 

experimented [1]. Cased-based reasoning (CB) is able to exploit the specific knowledge of formerly practiced 

situations and compares present problems with an earlier situation, which is then used to solve and explain the new 

problem [4].  Similarly, knowledge-based reasoning integrates knowledge from several sources (e.g. construction 

rules, basic physics etc..) for the purpose of generating schedules, even retaining learned experience. Genetic 

algorithms (GA) is an optimization tool that uses a heuristic search which mimics the natural evolutionary process. 

Using a mathematically defined fitness function as the objective function, the initial randomly generated genomes 

can evolve into optimized solutions for a given problem [5]. An expert system, which belongs to the artificial 

intelligence tools, is defined as a computer based algorithm that imitates human decision-making skills. Expert 

systems are designed mainly using if-then structures instead of regular practical codes. Neural networks are 

inspired by the brain of animals and are able to perform pattern recognition using “all-or-none” (i.e. a type of binary 

language) rule of the nerves. Several calculators are known, e.g. the “Hebb’s rule”. They need to perform 

optimization relying on a huge database, so their learning process must be fed by thousands of records. Model-

based systems use formalized construction method models to perform the scheduling. These methods usually 

decompose higher level activities of the schedule into lower level activities to ease the linking of the schedule with 

diverse level of details.  

However, none of these approaches can tackle all the relevant aspects of the scheduling problem. Indeed, case-

based and knowledge-based are good at identifying tasks and sequencing them [4]; although genetic algorithms is 

known as a meta-heuristic optimization method that is mainly suitable for solving multi-objective problems [5], 

they were applied in scheduling mainly to optimize resource utilization and perform resource levelling to come up 

with better project schedules compared to heuristic methods [1, 6]; expert systems provided an ample flexibility of 

applications, but their development procedure is not standardized, yet, and relies on the experience and judgement 

of the researcher [1]; neural networks, besides requiring a huge dataset as previous knowledge, they were shown 

to be a powerful tool for dealing with some specific scheduling problems (e.g. job-shop scheduling, single-machine 

scheduling, timetable scheduling), it was not used for construction sequencing and scheduling [7]; model-based 

approaches requires a great effort in the development of rules (e.g. spatial reasoning) for automating, which some 

authors tried to simplify through the use of templates stored as a knowledge base [8]. As a result, one of the most 

important gaps to be addressed is the development of a hybrid approach that could address multiple objectives 

associated with scheduling [1]. 

Another important challenge is the development of adaptive algorithms. In fact, project planning is usually done 

at different levels. While a master schedule provides a global view of project milestones and the overall execution 

strategy, it must be always specified by a short-term schedule, which is a more detailed plan listing work to be 

done within a relatively short time window based on the most up-to-date site conditions and performance [9]. In 

the last planner system this second level is called look-ahead schedule. But the construction site is not stationary, 

and the plan must react to system changes on a real-time or near-real-time basis. So, when it is generated by a 

simulation model, it requires that such a model is able to capture site condition changes constantly and be updated 

accordingly so that the changes and their impacts can be evaluated in a timely manner [9]. In other words, adaptive 

framework must include real-time data acquisition modules, process interpretation modules, adaptive modelling 

and optimization algorithms. The long term goal of the adaptive modelling component is to streamline the model-

updating procedure by taking advantage of inputs from the data acquisition and the process knowledgebase 

components. For example, real-time and most-recent values of an activity duration can detect changes in the 

duration pattern based on past measurements.  
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Further automation can be exploited in this process if a BIM repository is used as the archive of all the 

information required by the optimization algorithms to perform its estimations. To date, BIM was mainly used to 

generate quantity take-offs, 4D scheduling and building simulations. However, even the generation of construction 

schedules can retrieve data (e.g. spatial, geometric, quantity, relationships and material set of information) from 

what is stored in BIM models [10]. This approach would achieve significant time reductions in scheduling, 

compared to the traditional manual methods.     

For the reasons stated above, in this paper we highlight that automated scheduling can take advantage of BIM-

based structured information [10]. Then, an algorithm based on multi agent-based simulation will be suggested and 

its performances analysed, showing that it is able to imitate real world process of systems, where the global 

behaviour emerges as a result of interactions of single agents [11]. Agents can be active, proactive, autonomous, 

cooperative, adaptive and mobile. They interact to reach a global objective. This tool allows us to evolve from 

single-objective optimization towards a multi-objective optimization problem based on ant-colony simulation. In 

this approach, every objective can be optimized by a different colony, that is cooperating and contributing to the 

whole process. In addition, the framework proposed in this paper was designed so as to be capable of continuously 

re-planning the schedule as a result from unexpected occurrences, in fact performing dynamic and adaptive 

scheduling. In the implementation, several scenarios will be proposed in order to show the sensitivity of the 

algorithm to several inputs, such as the ratio between direct and indirect costs.  

3. Development of the optimal planning algorithm

3.1. Overview 

According to some research findings from the manufacturing field, when the global behavior of a complex 

system is the result of interaction among many actors, it resembles the behaviour of food-foraging ants, which is 

called stigmergy. Even from the computational point of view, stigmergy is a very efficient approach because it is 

capable of incorporating nonlocal information while employing only local reality-mirroring components [12]. To 

sum up, the following steps are performed in a stigmergic approach: 

• In absence of any signs in the environment, ants perform a randomized search for food;

• When an ant discovers a food source, it drops a smelling substance, called pheromone, on its way back to

the nest while carrying some of the food. The pheromone trail evaporates if no other ant deposits fresh pheromone; 

• When an ant senses a pheromone trail, it will be urged by its instinct to follow this trail to the food source

and will deposit pheromone itself on its way back to the nest. 

This pattern is an emergent behavior of the ant colony, that is ordered and is robust against the uncertainty and 

the complexity of the environment. Although information about the presence of food is made available locally, it 

affects the global behavior of the colony and the state of the environment. 

The algorithm presented in this paper is an extension of the multiple ant colony system for vehicle routing 

problems with time windows (MACS-VRPTW), which is reported in sub-section 3.2. The enhancement proposed 

by the authors is detailed in sub-section 3.3 and concerns some steps for overall cost optimization. For the sake of 

clarity, Fig. 1-a depicts the whole logic: the grey boxes framed with a solid line represent the typical steps found 

in a MACS-VRPTW algorithm, whereas the white dashed-line boxes depict those parts of the algorithm that were 

added to perform what is described in sub-section 3.3.  

3.2. Multi-objective optimization through MACS-VRPTW 

The basic algorithm implemented to perform optimization was the vehicle routing problem. Indeed, driving 

crews along the most cost-effective path recalls problems about routing optimization. More specifically, we refer 

to the multiple ant colony system for vehicle routing problems with time windows (MACS-VRPTW), which 

performs ant colony optimization [13].  

Basically, MACS-VRPTW is organized with a hierarchy of artificial ant colonies designed to successively 

optimize a multiple objective function: the first colony minimizes the number of vehicles while the second colony 

minimizes the travelled distance. A VRP is composed of 𝑛 customers served from a unique depot 𝑐0. Each customer

𝑐𝑖 , 𝑖 = 1, … , 𝑛 asks for a quantity 𝑞𝑖  of goods and a vehicle capacity 𝑄 is available for delivery. Each delivery

cannot be split and the vehicle has to periodically return to the depot for reloading. On the overall, the problem is 

represented as a graph made of a node set 𝐶 = {𝑐0, 𝑐1, … , 𝑐𝑛} and arcs 𝐿𝑖𝑗 = (𝑐𝑖 , 𝑐𝑗): 𝑖 ≠ 𝑗 to which a matrix of

travel time values 𝑡𝑖𝑗 is associated.
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(a) (b) 

Fig. 1. Overview of the enhanced MACS-VRPTW algorithm (a) and details of the MACS-VRPTW implemented in this paper (b). 

The goal is to find a set of tours of minimum total travel time, where each tour starts and ends at the depot c0. 

Extensions to the basic problem include: service time for each customer; duration limit of each tour. 

In this paper the VRP with time windows, i.e. VRPTW, was applied. This problem includes for the depot and 

each customer 𝑐𝑖 a time window [𝑏𝑖; 𝑒𝑖], during which each customer must be served (i. e. it must be served between

starting time 𝑏𝑖 and end time 𝑒𝑖). The VRPTW solution approach proposed in [13] assumes that the tours are

performed by a fleet of identical vehicles and that the optimization is based on the Ant Colony System (ACS) that 

is briefly described in the following. ACS is applied for minimizing both the number of vehicles and travel time 

(i.e. to achieve a multi-objective optimization). To this purpose, two measures (i.e. heuristics) are associated to 

each arc: closeness (𝜂𝑖𝑗) and pheromone trail (𝜏𝑖𝑗). The first one is the inverse of the distance, the second one is

dynamically changed by ants at runtime. Pheromone trails are used in conjunction with the objective function to 

construct new solutions: a higher attractiveness is given to the arcs with a stronger pheromone trail. Pheromone 

levels give a measure of how desirable (attractive) it is to add a given arc in a partial solution. At runtime, 𝑛𝑎 ants

build their own tours in parallel. Each ant is assigned to the depot 𝑐0 and must build a feasible solution, by

iteratively adding new nodes until all nodes have been visited just once. When ant 𝑘 (for 𝑘 = 1,… , 𝑛𝑎) is located

at node 𝑖, it chooses the next node 𝑗 probabilistically in the set of feasible nodes 𝑁𝑘
𝑖  (i.e. the nodes that have not 

been visited yet and that comply with the given time window 𝑏𝑖 ≤ 𝑡𝑖 ≤ 𝑒𝑖).
The attractiveness of a node is defined by Eq. 1: 

𝑝𝑖𝑗 = {

𝜏𝑖𝑗⋅[𝜂𝑖𝑗]
𝛽

∑ 𝜏𝑖𝑙⋅[𝜂𝑖𝑙]
𝛽

𝑐𝑙∈𝑁𝑘
𝑙

𝑖𝑓 𝑐𝑗 ∈ 𝑁𝑘
𝑗

0 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒

(1) 

Parameter β weighs the relative importance of the heuristic evaluation based on the distance, with respect to the 

pheromone trail. 

The probabilistic rule, at each iteration, randomly decide between two alternative selection criteria: exploitation 

and exploration. This is done based on a parameter 𝑞0 ∈ [0; 1] that determines the relative importance of

exploitation versus exploration: the higher 𝑞0 is the more likely the exploitation criterion is with respect to the

exploration criterion. Ant 𝑘 with probability 𝑞0 sorts out the next node as that one with the highest 𝜏𝑖𝑗[𝜂𝑖𝑗]
𝛽, while

with probability (1 − 𝑞0) it selects the node as an observation of the discrete random variable with probability

distribution 𝑝𝑖𝑗 , ∀𝑗 = 1,… , 𝑛 (see Eq. 1).

Settings 
(work locations, resources, arcs, ant 

size, simulation parameters)

Initialization 
(“n” ants build parallel tours passing 

through all nodes)

Selection of vehicle 
(random draw, see Eq. (4) )

Each ant probabilistically 
choose node j (see Eq. (1) )

Local and global pheromone 
update (see Eqs. (2) and (3) )

Cost minimization
(vehicle costs + overheads)
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In the MACS-VRPTW, it is optional to include that, once each ant has built a complete solution, it is tentatively 

improved using a local search procedure. 

The best solution is used to modify the pheromone trail matrix (𝜏𝑖𝑗) as follows:

𝜏𝑖𝑗 = (1 − 𝜌) ⋅ 𝜏𝑖𝑗 +
𝜌

𝐽Ψ
𝑔𝑏 ,   ∀(𝑖, 𝑗): 𝑐𝑖 , 𝑐𝑗 ∈ Ψ

𝑔𝑏 (2) 

Where 0 < 𝜌 < 1 and 𝐽Ψ
𝑔𝑏

 is the length of 𝐽𝑔𝑏, i.e. the shortest path generated by ants since the beginning of

computation. Future ants will use this information to generate new solutions around the best solution. 

Locally, when an ant moves from node 𝑖 to node 𝑗, the amount of pheromone trail on arc 𝐿𝑖𝑗  is decreased by the

amount: 

𝜏𝑖𝑗 = (1 − 𝜌) ⋅ 𝜏𝑖𝑗 + 𝜌 ⋅ 𝜏0 (3) 

where τ0 is the initial value of trails. 

Then, the process is iterated generating again m ants until a termination condition is met. This algorithm was 

used in MACS-VRPTW with two objectives: minimization of the number of tours and minimization of the total 

travel time. To this purpose, two independent colonies are used, one per each objective, but both share the variable 

Ψgb. 

3.3. Extension towards multiple activities 

In the final version of the MACS-VRPTW we implemented in this paper (Fig. 1-b), some changes with respect 

to the reference version detailed in sub-section 3.2 were made. First, only the ACS-Time colony was necessary. 

There was no need to use another ant colony (although it can be implemented in the MACS-VRPTW), because the 

objectives of reducing the number of vehicles and minimizing the total travel time can be done by means of cost 

optimization. Secondly, the local search option of MACS-VRPTW was not implemented but it could be used for 

fine tuning the solution. Finally, no capacity limit was set (i.e. the Q value was not inputted and infinite capacity 

is assumed); however, this option was kept open and it is expected to be implemented in future versions for 

handling activities that require to return periodically to the stocking area. 

Rather, additional functionalities were added in the final algorithm, that are necessary for the construction field, 

where multiple different activities are involved in the planning task. As shown in Fig. 1-b, each ant consists of all 

activities (vehicles) performed on all customers (nodes) by following the correct operation sequence. The time 

window can be differentiated for each vehicle according to the nodes and operation that must be served and the 

specific productivity and costs can be set for each vehicle. The computation of costs was generalized: direct costs 

include those ones that are generated by travelling between nodes, waiting for work (e.g. because the previous task 

was not accomplished in the next node) and operation (e.g. according to productivity). Also, indirect costs were 

added, which depend on the total elapsed time. Constraints that take into account for prerequisite activities have 

been added in order to enforce the correct operation sequence, hence the relationships between vehicles match the 

ones between activities. Moreover, the best solution is re-evaluated, compared and updated at each iteration to 

allow for dynamic re-planning when unexpected events occur. 

The generalization to multiple activities required a double selection process for making each movement of an 

ant: not only the next node have to be selected but also the next vehicle must be chosen for operating in that node. 

When ant 𝑘 (for 𝑘 = 1,… , 𝑛𝑎) is located at node 𝑖, it chooses the next vehicle 𝑣 probabilistically in the set of

feasible vehicles 𝑉𝑘
𝑖 (i.e. the vehicles that have not visited all nodes yet) based on the number of feasible nodes 𝑛𝑘

𝑖𝑣

for that vehicle: 

𝑝𝑣
𝑖 =

{

𝑛𝑘
𝑖𝑣

∑ 𝑛𝑘
𝑖𝑢

𝑢∈𝑉𝑘
𝑖

⋅ 𝛾 𝑖𝑓 𝑣 ∈ 𝑉𝑘
𝑖  𝑎𝑛𝑑 𝑣 𝑤𝑎𝑠 𝑜𝑝𝑒𝑟𝑎𝑡𝑖𝑛𝑔 𝑖𝑛 𝑛𝑜𝑑𝑒 𝑛𝑖

𝑛𝑘
𝑖𝑣

∑ 𝑛𝑘
𝑖𝑢

𝑢∈𝑉𝑘
𝑖

𝑖𝑓 𝑣 ∈ 𝑉𝑘
𝑖  𝑎𝑛𝑑 𝑣 𝑤𝑎𝑠 𝑛𝑜𝑡 𝑜𝑝𝑒𝑟𝑎𝑡𝑖𝑛𝑔 𝑖𝑛 𝑛𝑜𝑑𝑒 𝑛𝑖

0 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒

(4) 

where γ > 1 is a factor used to increase attractiveness of vehicles that was already active and, therefore, to foster 

solutions with continuous vehicle operations. Similarly to what is done in the classic MACS-VRPTW, the next 

vehicle is then selected by an observation of the discrete random variable with probability distribution pv
i , ∀𝑣 =

1,… , 𝑛𝑣 (see Eq. 4).
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4. Simulation and testing

4.1. General framework and scenarios 

The general framework we suggest in this paper is meant to be able to exploit information stored in BIM (e.g. 

through BIMserver) to assist in generating schedules. Indeed, automatically retrieving information from a BIM 

model could help achieve significant time reductions in scheduling as compared with traditional manual methods. 

In general, the data that can be retrieved from a BIM model are those ones regarding the material of construction 

components, their locations on site and quantities. On the contrary, the remaining information must be defined 

through inputs form the user, who is in charge of defining the maximum number and types of available vehicles 

and crews to perform on-site activities, the location of depots where equipment is parked when not in use, 

constraints about sequencing for activities. Once the algorithm is fed with these data, it can perform optimization 

and work out the optimal schedule, as shown in Fig. 2. 

Fig. 2. Framework of the planning system tested in this paper and based on the extended MACS-VRPTW algorithm 

The case study developed in this paper concerns bored piles execution, which includes a series of tasks well 

described in the work by Zayed and Halpin [14]. The main tasks to be performed are, as a first step, adjusting the 

machine on the pile axis and drilling the pile; as a second step, erecting the rebar cage using a crane; as a final step, 

erecting the concrete pouring tool and pouring concrete until the pile is finished. After this process is accomplished 

for one pile, the machines need to be relocated and the process is repeated again for the next one.  

Hence, the outcome of our planning process was a schedule made of three activities (i.e. drilling, rebar, pouring), 

which are accommodated so as to provide the sequence of piles that must be worked by each machine and its crew 

(i.e. drilling machine, crane and pouring tool). Of course, at every pile the possibility for a machine to perform its 

task was constrained by the sequence of technical steps typical of bored piles, i.e. drilling-rebar cage-pouring. As 

a result, if we focus on a particular machine, the algorithm will determine the ordered list of piles where it must 

perform its task. To be noticed that the ordered list that is optimal for one machine can be different from the optimal 

ordered lists for the machines that follow the first one. Instead, the depot location was determined by the user. No 

restrictions in terms of time windows was set in the first application shown in this paper, which means that the 

algorithm was left free to find out the best solution in terms of overall costs and makespan.    

4.2. Implementation 

The specific layout of piles chosen to test the approach shown in this paper is the one depicted on Fig. 3, that 

is the plan view of the BIM model containing the project to be executed. At this point, the BIM model was made 

of just 32 piles on three curved rows, numbered as shown in the figure. Although not fully automated, the quantity 

take-offs were extracted directly from the corresponding BIM model. These datasets included piles diameter, depth 

and volume. 

Productivity of drilling activities were estimated according to international literature [15], because it provides 

values averaged over the most common types of soil and machines that can be adopted. The other productivity 

values (i.e. rebar cage positioning and concrete pouring), direct and indirect costs were derived from databases 

and software tools for the estimation of unit costs of activities referred to the Italian context [16]. The productivity 

and costs values inserted in the algorithm are shown in Table 1, where it can be noticed that overheads are high as 

50 €/h and were attributed to the whole construction site. Additional indirect costs were accounted to the 

equipment. Denoting �̅� as the mean distance between nodes, the other parameters used to run the algorithm are: 

𝑛𝑎 = 𝑛, 𝜏0 = 1/(𝑛 ⋅ �̅�), 𝑞0 = 0, 𝛽 = 2.5, 𝜌 = 0.5, 𝛾 = 15.
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Fig. 3. Layout of bored piles whose optimal planning was automated by means of the extended MACS-VRPTW. 

  Table 1. Productivity and costs values inserted as inputs in the MACS-VRPTW. 

Type of value Drilling 

machine 

Rebar 

cage 

Concrete 

pouring 

Productivity  10.00 m/h 0.16 t/h 2.86 m/h 

Direct costs 83.32 €/h 74.96 €/h 162.00 €/h 

Indirect costs 23.74 €/h 10.86 €/h 10.32 €/h 

Travelling speed 1.50 km/h 1.50 km/h 1.50 km/h 

Overheads (job-site) 50.00 €/h 

The MACS-VRPTW applied to this case study gave back the optimal schedule shown in Fig. 4-a, where the y-

axis reports the list of activities: no. 1 is drilling, no. 2 is rebar cage erection and no. 3 is concrete pouring; the x-

axis reports the elapsed time. Fig. 4-b depicts the number of iterations vs the value of the cost function related to 

the work execution. 

Fig. 4. Trend of the best cost (top) and final optimal plan for the execution of bored piles (bottom). 

4.3. Discussion 

As expected, the ordered lists of piles suggested for the execution of the three activities by the respective 

involved machines is not invariable. In fact, the sequence of piles worked within the first activity is different from 

the sequence of tasks worked within the second activity which is, in turn, different from the third one. In addition, 

the work performed by the three machines is interrupted by waiting times, that are necessary when a machine 

cannot perform its task until the previous one is not accomplished at the pile it has ordered as the next one on the 
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list. Indeed, waiting times increase indirect costs, but sometimes they can be accepted if the total travelled distance 

and related costs decrease. For example, the average waiting time for the second machine is equal to 0.06 h. Hence, 

this algorithm performs a trade-off between direct and indirect costs. The overall time to perform all the activities 

(i.e. makespan) is equal to 191.4 h. The total cost of the work performed is equal to 59,964 €. Finally, it must be 

noticed that this solution is the one that the algorithm worked out after 1000 iterations, as depicted on Fig. 4-b. 

Due to the nature of the algorithm, it could be capable of improving the suggested solution while increasing the 

number of iterations, until it stabilizes to the best one. However, when the optimization process must be quick, like 

in dynamic planning, this algorithm is always able to provide a sub-optimal solution within a pre-determined time 

limit, e.g. if we had stopped after 800 iterations, the solution provided at that point would have been slightly worse 

than the one suggested after 1000 iterations.   

5. Conclusions

An overall framework for automated planning of construction works was presented in this paper. It consists of 

several units: one unit is expected to retrieve information about building component materials, locations and 

geometry directly from the BIM model, without human intervention; one unit will manage information about the 

construction sites (e.g. locations of depots); another unit will implement the MACS-VRPTW algorithm to 

automatically generate the optimal schedule; the last unit will visualize the resulting schedule. The MACS-VRPTW 

algorithm developed in this paper performs optimization through the application of the stigmergic technique, which 

is based on ant colony search for the optimal solution. It belongs to the wider category of multi agent-based 

simulation, which looks very suitable for construction, where the overall behavior can be interpreted as the result 

of the interaction between several agents (i.e. crews), each one pursuing its own objective but obliged to interact 

with the remaining resources and with the context.  

In the algorithm presented in this paper, not only the overall makespan, but even the total costs of the 

construction site under analysis were optimized. The results show that after 1000 iterations the algorithm was able 

to optimize the overall cost function and to work out a solution that could limit the average waiting time of each 

crew. Also, it visualized the optimal schedule for the case study under analysis, according to the provided inputs. 

Among the main benefits, we cite the very efficient computational capabilities and the dynamicity of the algorithm, 

that can be run even in real-time during work execution, if revised planning is requested after deviations occurring 

from what expected.  
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